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EXECUTTVI DUMMARY

Report of the Pame’. on Lerge Scale Clomputing
m L3 : ’
in Sciencs and Engineering

Large scale computimg i3 2 vital component of szience, engineering, and
modern technology, especially those vranches relsted U3 defenss, :nerzy,
SOV T

ard serospace. In the 19507%s and 1357's tne U, 3. Govermeent placed high
priority on large scale computing. The United States became, 'm:i sontimes
to be, the world lsader in the use, davelomment, and markeling o
"gupercomputers,” the machines that maxe large sczle computing mos

sidle,
In the 187]'s the Y. 5. Goverment slasiened it support, while stne-
somtries inereased theirs. Togday there iz a distinct danger inzt ths 5.
will fzil to take full advantage of this leadershio position and make tha
needed investments to szoure it for the future.

Two problems stand oubl:
Access. Important segmenits of tne resssrch and ifefense communities iack
i

effective access to supercomputars; and students are neither familiasr
with their special capabilities nor “rzined in their use,

Access to supercomputers is inadequate in all Jdisciplines. Agenciss
supporting some disciplines such as fuzion energy, stmospheric sciantes
and aerodynamics have funded Nstion3l -omputing facilizlies through whic
their remote users have limited netwriing caspabilities. In those

iseiplines that attempt to fund coputing “'xr':z wgn individual rassarch
grants, access $o large scale computing remains minimal.

Future Supercomputers. The capacity of today’s supercomputers 13
severz) orders of magnitude too snEll fsr oproblams of surrent args
in science, engineering, and btechnslogy. Nevertheless, the 1avel
of sapercompoters, as now planned in %the U,S., w111 yield only =z s',;;ﬁ_l
fraction of the capability and zzpazity SYhoumht o be uﬂ\,*r‘"ﬁ iy
achievable in this decale,

Significant new research and develcpment efori 15 necessary Lo overcome
technological barriers %o the crestion of a generation of supercomputlers
that tests these tecihmical limits., Jomputer manufactursrs in the U, 8,
have neither the Tinancial resources nor the comercizl metivation (o the
present market to undertake the reguisite explorabory research and
developmment without partnership with gfoverment s umiversities.

lnless these barriers are overcome, the orimacy of . 5. szience,
engineering, and tachnology sould be threatened relztive wo that of oiher
coumtriss with national efforts in superoomputer socess and development,
A tmugh the Federsl Goverment is tie first and by far the Isrgest
customer for supercomputers, there @e no ng a: E-ENS 0 STimuizle the
development =znd use of advanced computer Lechmoizgy in the UL I,



dations:

Raroymmor

The Panel recommends the establishment of 3 Nationzsl Program to stimulate
sxploratory development and expanded use of advanced computer technislogy.
The Program has four principal esmponents, each having short- and long-term
aspecis. Underlying them all is tve establistment of z systam of effestive
compater nebtworks that joins goverament, industrial, snd wmiversity
sclentists and enginsers. The tecqmology for bullding networks that zllow
scientists to share facilities and results is already devaloped and
understood; no time should be lost in connecting existing research groups
and computing facilities.

The four components of the recommended program are:

1. Increased access for the s:ientific and engineering research
commnity through high bandwidth networks to sjeguste and
regularly updsted supercomouting facilities and experimental
commiters:

2. Increased research in compitationzl mathematics, software,
and algoritims necessary to The effsctive and =ffinient use
of supercomputer systems:

3. Training of personmel in scientific and engineering
computing; and

4, Research and development basic fo the design and
implementstion of new supercomputer systems of substantially
inoreased capability and capacity, beyond that likely ¢
arise from comercial requirements alone.

The Panel recommends that this program be coordinzted within the Federsl
Goverrment by an interagency policy commitiee, and that an

interdiseipl inary Large Seale Computing fdvisory Panel be established to
assist in its plamning, implementz-ion, a7d operation,

The Panel believes thet current funding levels are insufficient to maintain
the Nation's leadership in large scale oomputing., Federal szgencies that
depend On large scazle computing to fulfill their missions must work
tozether to reexamine priorities and o creazte 3 coherent program
responsive o their individuel missions. The Panel hias set forth policy
ard plamming issues amd has outlined some options for implementation.
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I. Introduction

Supercogputers are the fastest and most powerful scisntific compubing
systems  available st any given time: they offer spesd amd capacity, or
special characleristics, significantly greater than on the most widely
mvailable machines built primarily for comgercisl use.”™ Largs sxcals
scientific computing is the applicstion of supercomputers to the solution
of a model or simulation of a soientific or sngineering problem thrawgh the
appropriate use of numerical algorithms and technigues.

The aveilability of supercamputers during the past thirty years has been
crucial to the Hation's advances 'n sclence, engineering, nationzl
sacurity, and industrial productivity. Supercomputers have been essentizl
Lo scientific and engineering investigations in areas such as atmospheric
research, astrophysics, molecular biology, integrated circuit deasign, and
fusion research. The weapons programs of DOE, oryptographic analvsis, and
weather forecasting are deperdent on the avaliability of computational
facilities. The use of supercomputers in the serospace, petroleun,
semicondwetor, and nuclear industries contributes substantislly %o the
nation's productivity. The development of supsreomputers has significant
spitelfs for all the technologicazlly based zomponants of the nationsl
econamy. Research and development in semiconductor technolegy and in
computer research has directly supported and expanded the defonss,
industrial, medical, and consamer segments of the economy.

The U.8. is the acikrowledged leader in the development amd use of
supercomputers., In 1970 this Netion was preeminent in =11 aspecis of
glectronic, computer, and computaticnsl technolomy., However, Mmerics's
present leasdership in supercomputsrs is challenged in the areas of
components | development, and applirnations. Recently, Hitac?zighas begun
marketing what is claimed to be the first 16k bipolar ECL REMY: this
device, representative of the continuing advances of Japanese
microelectronic manufactursrs, is designed fur applications in today's
scientific computers. Fujitsu, Nispon Electris Company, and Hitachi have
each developed supercomputers, which are claimed to compare favorably with
the available, or announced, American sysiems., fmerican universities and
research centers, which have historiczlly orsated new applications »f

s b e

! These include specialized machines, such as array processors, that are
equal to or, for some problems, nore powerful than general purpose

> mainframes.
The term mupercomputer, 3s used :n this repori, encompasses hardware,
software, supporting peripherals. and the Facilities and personnel needed
for their appropriste use. Appendix I reproduces three papers oresented
to the Panel: NCAR Ccmputin; Capnbiiities and 3ervices, by W, Macintyrs;
Magnetie Fusion Energy and {ompulers, by J. Killeen; and The Potential of
Los Alamos National Laboretory to Provide Large Scales Computaticnal
Capabilities tc the Research Community, by 5. Buzbee and D. Sparks.
These papers present descriptions of supercomputer facilities ard of

3 their access from remote facilities Lhrowh networking.
See Electronic Engineering Times, December £, 1332,




superasmnuters and sustained resesrch in computations! msthemstics, have
lagged behind thelr Japanese and Couropesan combterparts in the installation
of supercomputers.

Significant nationzl thrusts in supercomputing are being pursued by the
goverments of Japan, West Germany, France, and Great Britain, 3ome of
these, notably the Japanese effort, cenver on the development of
superﬂmputem' others, om the provision of supsrcomputers, or access %o
them Umrough networks, to the scientific and enginesring ressarch
commmity., The B’*itim program, for exanple, is designed Lo provide
research scientists and engineers in academic and government laboratories
actess to supercomputers through modern workstations connected o a
high-speed netional setwork. These agressive foreign national initiatives
provide a striking contrast (o the current state of planning in the W S..
The domestic computer industry continues its vigorous resesrch and
development efforts in She supercomputer field; howsver, it is felt that
these efforts, necessarily dictated by commercizl conditions, are less than
they could be and far less than should be for the nationszl &19%1&4: and
technical capebility as a uhcs&ee The U.3. research community does not have
sufficient acness Ty supe uting facilities, 28 is documented in
nueerous stodies, pagssrs and reports directed toward specific disciplines
ard specific @mai@s. A partdal Hiblicgraphy of these studies is inciuded
in this repart.

Expressions of emm 'et:a!: the U.S. is failing to exploit its position of
leadership in supsrpomputing are being volced from many gquariers.
Reflecting this cém&“n the NSF/DOD Coordinsting Committee reguested, in
April of 1982, that a2 wm;: be srganized to explore the problems, needs,
and opportunities in large scale computing. This Workshop, spansorad by
NSF and DOD with the cooperation of DDE and NASA, was led by 2 panel of
TFifteen scientists gnd engipeers from 2 broad speotrum of disciplines. It
took nlace at the NSF on Jube 21-22, 1982, and was asttended by over one
hundred participants. Experts in the use, design, and manmagevent of large
scale computers from the computing, defense, and other industries,
government lsborsborlies, universities, and ressarch funding agencies were
included., The lists of the participants in this Workshop are contalned in
the Supplement .

The Parel assessed the role of supercomputing in scientific and engineering
research; surveyed the currert use, aveildyility, amd ajeguasy of
supercomputers; and considered near~ and lomg-term needs. Subseguent o
the Juns 21-22 Workshop, numerous meetings of smaller groups of
participants have taken place; im partisulzr, experts on computer
develomment (Group 3 of the Lax Panel) met st Bellaire, Michigan, on fugust
23-28, 1982, to further explore avenucs for assuring the development of
future supsrcompubers. From these meetings a lzrge number of suggestions
and position papers have been direcited {0 The Panel and {0 the Trganizing
Committee, This report is an attempt, on the pa"t of the Organizing
Committee and the Panel, to oatlime ba th the resulis of the Workshop and
the subssquent discussims and contributions. The Panel has chosen nof to
repeat z1] the Jetaliled techmical zrpuments or sxamples of the use of
supercomputers found in the literature. & bibliography and appendices are
included.

“Ho



verall, this report cutlines the issues and options for the LS, o
maintain iis leadership in supercomputers and supsrcomputing. Becauss the
issues involve many Federal agencies, govermment lazboratories, '
universities, private sector companiss, and scientific disciplines, they
need to be addressed on a National basis and require Federal stuldy,
planning, and support. The Panel's report stlempts to bring the
furdamental issues to the attention of policwmakers; however, it
deliberately avolds details of an organizaiional, programmestio, or
budgetary naturs.

IT Summary of Findings and Recommendztions

Summary of Findings

Large scalg computing is & vital component of scisnce, enginesring, and
technology , bringing together theory znd apolicstions. It is essential
for the design of many tecinologically sophisticated products, and is
making possible for the first time the anzslysis of vary complex scientific
and engineering nroblems which to dates have defied analytical and
experimental techaigues. Examples of the importance of superoomputing are
briefly noted bel .

Renormalization group ":.-e:-»::i*miqt_n'zs6 ars a major theoretical breakthrouch
that provide a new framework for the understanding of z number of
unsolved seientific and engineering problems ranging from probdlems in
quantum field theory, the onset of phase transitions in wmaterials, the
development of turbulence, propagstion of cracks in metzls, and the
exploitation of oil reserveirs. 1y 2 minute fraction of these
problenss can be solved analytically. Large scale computational
technigques have been essential to the use of renormalization group
methods, and even today's largest computationsl machines are not
sufficiently powerful io address most »f these problems .

Aerodynamic design using a supercomputer has resulted in the design of an

airfoil wigh 40% less drag than that desveloped by previcus experimentzl
tectniques™. The solution of the Havier-Stokes eguations with sufficient

o

3ee, for example, R & 0 for National Strength, Center for Stratezi
International Studies, Georgetown University, Washingtom, D.C., 1
5 See also The Defense Science Board Summer Study, 14371.
In the Supplement of this Report, H. B. Keller and J. R, Rice describe in
some detail scientific and engineering aress in need of supercomputers,
Appendix II contains a number of examples of scientific and smgineering
problems successfully addressed on supercomputers as well as additional
6 exanples reguiring supercomputing capabilities not vet available.
These techniques were devised to handle the description of phenomena with
interactions spanning an exfremely wide =sozls, K. £, Wilson was swarded
the 1982 Nobel Prize {n Physics for hig contributions to the thearetiszl
development and application of renormalization group btechnigues to
eritical phenomena. Sez hig contribitions Yo this report in the
7 Supplement, as well as in Appendices I7 and II1.
8 See, in Appendix II, severzl problens pesed by K. G Wilson.
For z detailed deseription see "Trends and Pacing Iiems in Compou
derodymamicst, T401.
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resolufion o represent faithfully uid behavior becane ;}*‘a:*“"*& n*::ti's
the current {{lass VI) generastion of supercomputsrs. The wings of the
Ioeing TET and of the Furopean firhus 270 wers dasigned by ﬂmdta‘;"_u 2l
methods on such mamhines, resulting in this most significant improvement.

The aerodynamic design of an entire zirorsft 18 not feasible with today's
superzomputers; it is estimated that mnachines 100 fimes more powerful ars
needed for this purpose. The design of jet engines, imvolving ihe
simuigtion of complex three-dimensional fluid flows and associated
chemical reactions, also requires significantly incresssd computational
capability and capacity.

In design, especislly of advanced wszpons systems, large scale
computational modeling is an essential substitute for experimentation.
Similarly, the design of future generations of nuclear power plants,
arnd their opergtion--relying on real-time simulption for their
control--reqlits oimputationsl facilities several orders of magnitude
greater than those available today.

Perhapyd the most significant app}.iﬂatisﬂs of scientific computing lie
not in the solutlion of old problesns but in 4he discovery of new
phenomena through numerical experimentation; the discovery of
nefisrgodic behavior, such as the formation ﬁf solitons, and the
presence of strange attractors and wiiversszl features common &5 3
large class of nonlinear systems ars examples of this scientific
process.

Current and fessible supercomputers zre extremely powerful scientific and
enginearing tonls., They permit the solution of previcusly intraetable
problems, and motivabe sclentists and engineers to explore and formulste
new areas of investigation. They will surely find significant applicatlons
not yet imagined, For these ressons, the Panel believes that 1% is in the
Netional interest that access to constently updated supercomputing
facilities be provided to scientific and engineering researchers, and that
a large and imaginative user community be trained in thelr uses and
capabilities.

The .5, has been and continues to e the leader in supercomputer
technology and in the use of superoomputers in sclence amd engineering.

The present position of leadership s evidenced by the dominance of the
supsrcomputer market by fmerican producers and by the successiul
exploitation of supercomputing at national igborstories, Howsver, the
Panel firds that this position of lzza:iws‘up is serisusly undermined by the
imk of broad scale exploration, outside of 2 lew national lsborstories, of
the scientific and engineering oppm tunities ofTfered by sSupercomputing, znd
by a slowdown in the introduction of new genersztions of supercomputers.
This threat becomes rezl in light of <he major térus in advanced
supereomputer design that is being mounted by the Jzpaness d,va*nme“t and
lnﬁdstry, ard by vigorous govermmental prograns in phn United Hingdom, Wesi
Germany, France, and Jepan to make supercomputers available a*'a:i aagily
aocessible %o thelr rasearch snd technoliogizosl commanilies.

American preeminence in large scale computing has besn a result of the
conflusnce of three factors: the vitality of the WS, computer indusiry,
the Tgr-sighted policiss of the Federzl government, and the leadership of
scientists znd engineers from universities and govermment laboratories,
The Atomic Energy Commission, on the urging of John von Neumanm, initisted

[
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the use of large scale computation in research and weapons design; NAS4,
prodded by Hans Mark, advanced the use o supercomputing in its scientific
programs. Jfmerican universities and goverrment lsborstories eonducted ihe
research that formed the basis for constructing and applving compubers,
trained the needed seientific and enginesring personnel, and made compuvers
and computing an essential tool im scientifis and enginesring research.

The Federal govermment vigorously implemented policies that supported thése.
efforta, granted genercus funds for compatation, and, through its role as
the major purchaser of scientific computers, provided the incentives and
insured the market for these unigue machines. Forwardeliooking corporations
exploited the sclentific and engineering cpportunities, developed an
advanced industrial techology, 2nd created this most vital component of
the Merican economy.

During the 1970's the Federal government retrested from its support of
large scale computing in universities, The HIF program to provide and
expand wniversity computing facilities for scientific and engineering
research was terminated in 1972; at about the same time IBM discontinued
its generous discounts for the purchese of computing equipment by academic
institubions as a resyult of pressures ‘rom the Justice Department and
competitors. Bince then large scale wmiversity computing facilities have
withered whiile the action shifted to national laborabories and %o
imdustrial users. The most advanced scientific computer of the early
seventies, the CDC 7600, was not installed on @ single Mmerican canpus,
although it was available to researchers at several foreign universities
and research institutes.

This continues today. With the exception of two universities and a few
goverrment laboratories, either dedicated to special btasks or specific
disciplines, m%\fersities and govermment research installations lack
supercomputers,

Within the Govermment, fully integrated supercomputer facilities are found
exclusively at dedicsted national laboratories sweh as los Alamos Nebtional
lLaboratory (LANL) and Lawrence Livermors National Laboratory (LLNL) in
support of weapons amd fusion programs; and NASA instazllations, the
Jeophysical Fluld Dynamics Laboratory, and the National Center for
Atmospheric research (NCAR) in support of seruspace, oceanographis, and
atmospheric research programs. The National Magnetis Fusion Energy
Computer Center {(NMFECC) of LLKL is accessivnle in interagnive mods L0
regearchers st remobe Iocstions by a high speed netuork. On the other
hand, the National Bureau of Standards and most DD laboratories do nob
nave supercomputers and far too few universities have the specialized
aomputational equiment needad for scientifie computing {e.g., array
processors!. As a result of limited access io supercomputing fagilitiss by
~he broad research ecommunity, significant resesroen opporbunities  have

e e

7 see, in Appendix I, Partial Inventory and Amnounced Orders of Class VI
10 Machines.
" See Appendix I for a description of some of these facilities.

See, for example, the "Prospectus far Computationzl Paysies,® {21,
fFuture Trends in Condensed Matiter Thecry ard the Role and Support of
Computing® [#], "Report by the Subcomittes on Computstional
Capabilities for Nuclear Theory," [283, and Y& Assesspent of
Computational Resourzes Required for Joean Circulation Modeling," 1351,
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been missed, and tie younger generation of ressarchers is inadegustely
trained in large sozle computing.

The need.for access to large scale computational facilities has become so
eritical '™ that several universities, assuming significent financisl risks,
have felt it essential to acquire supsroomputers.  Sevaral more are
seriously considering doing so, and others are in the prooess of forming
consortiz for this purpose. Some of thess endeavors have applied Tor
Federal funding withoub which they may have fMrancizl difficultiss. DOther
groups are pressing funding agencies to axpand or replicate hizhly
successful facilities, such as those 2t NCAR, NMPECC, and NASA-fmes, st
universities or at nationsl laboratories. Class ¥I scientific remote
camputing services pre available from a few commercizl service bursaus, but
neither the academic nor the govermment research communities make extensive
use of this resource. This seems due © 2 combination of lack of fumds for
computing services, the perceived high cost associsted with these services,
and 2 lack of sophistivabed high-speed networking facilifies. Tt is an
indication of the absence of a national plan that a substantial nmumber of
leading scisntists are clamoring for asccess to supercomputeny at the same
time that some supersomputing facilities are underutilized.

A supercomputer is a gemersl purpose scientific instrument serving 2 broad
and diverse base of users. The d=cline of supercomputing at universities
is analogous 1O the decline of instrumentztion; neither large scale
computing nor instrumentation can be sustained in 3 stable manner throwgh
fuding of imdividuel research,grants, where their sosts must compste with
that of scientifie pereornsl.

The findings of the Panel regarding the development of supercomputers are
as alarming as the Pimdings on their access and availability. The U.3.
supercomputing market is, at this time, 5a§inated. by Cray Research (CRAY-1)
and Control Data Corporstion (CYBER 205). 7 The Jadanese vendors, Hitachi
(5-210/20} and Fujitsu (VP-200), have announced the delivery of
supercomputers in the near futwe, znd these machines appear to be
comparable to the availsble fmerican =zystems, The Jzpanese are striving o
become sericus competitors of domestic manufacturers, and U.S. dominance of
the supercompuier market may s0om be 3 thing of the past. The Japansse
Govermment.sponsored National Super Computer Project’™ is zimed at the
development, by 1989, of a machine one thousand times faster than current
machiines. There is no comparable technicsl program in the U.8,.. The Panel
notes that In the case of the NASA Numerical ferodynamic Simulator, a very
high parformance supercomputer, no scceptable proposzis for iis development

e

12 . P . . .
See, in Appendix IiI, The Supercomputer Famine Iz American

Universities, by L. L. Smarr.
Sapercomputer cysles are availsble 20 the Univ arzity of ¥innesoiz
CRAY~1 and at (olorado State University CVBER 505,
See, in Appendix 111, the pepe- by R G. Gillespis. Most supercomputer
15 facilities are funded directly by the Federzl Goverment.
See, in &ppendix I, Partial Inventory and Lnnounced Orders of {lass vI
16 Machines,

Ses, in Appendix III, Japan's Tnitistive
L. Lee.
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were recsived. Neither of the twe competing vendors oould assure KNASA that
they would meet the performance requirements. Rather than developing new
products, the vendors atfempted to £1t 211 NASS requirements to their
existing product line.

Upon review of previous studies, the Panel also finds that the power of
current and projected supercomputers is insufficient o meel exisbingnesds
in science, engineering, and techmology, both military and civilian, T
Research at universities and in the computer industry has indicated that
future generations of very high performance computar systems may have
parallel archilectures radically different from the conceptually sequential
architectures of today's supercomputers. There are many candidate
amhitectures?athat must be evaluated before comerczizal feasibility can be
established. Simul taneously, the ~apid and continuing advance of
microelectronic technology makes it feasible to build sweh parallel
machines. There is alsc a need for improvement of component performance,
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The Panel estimatesm that the present annual investment in bazic research

on algorithms, software, and architeoture is between 5 and 10 million
dollars, while the annuzl advanced development sxpenditures for
supercomputers {beyond Class 6 machines) ars between 20 and 40 million
dollars. This is contrasted with the development cost for a new highe-speed
conventional architecture system of approximately 150 million dellars, as
well as the estimated 200 million dollars national superspeed computer
project in Japan. The panel considers current levels of United States
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The Panel believes that U.S, leadership in supercomputing is crucial for
the advancement of scisnce and technulogy, and therefore, for economic and
national secarity.
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v See, for some illustrative exaaplas, Appendix II. Also notable is
"irends and Pacing Items in Computatiomal Aercdynamics”, by DLR,
18 Chapman, [R0].
See, in Appendix III, 2 series of contributions %o the Workshop. In
particular, the papers by Dennis, Gajski, et al., Ris, and Fernbaohy
19 alsc the report of Group 3 of the Lax Panel in the Supplement,
Ses, in Appendix III, Why the U.S. Covernment Should Support Research
5g 9B and Development of Supercompuiers, by B. Buzbes.
Members of the Panel and of the Urganizing Tommitiee have conducted a2
survey to estimate the current total national investment in research
and advanced development for superzomputer and supercomputing, both
public and mivate. This survey included ragearch and development
oosts but excluded funding for the acguisition, maintenance, and
operation of supercomputer facilities,
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Fecommendations

The Parel recommends that the present nzeds and challenges to U, 5
jeadership in scientific computing and supercomputer technology be
addressed with high priority, To this end, the Panel has st forth the
background for planning and policy issues, outlined some options, and noted
that cwrrent totsl funding in this zres is insufficient o maintaln the
Hation's leadership in large scsle oomputing.  The Panel has avolded
recommendations of a programmatic and organizstional nsture; Lhese, and
their implementastion, are best left to the appropriate goverrment agencies.
These agencies must wm‘k togsther Lo respond to the issues raised and ot
together a detailad ooherent program whose oimponeris are responsive to
their individual missions., The program plan showid oontain a clear
statement of goals, dirsetions, and roles for the acaderic, indusirial, and
Federal govermment segments; responsibilities of the participsting Federal
agencies; and funding reggired.

The Panel recommends et 3 long-tzrm Nztional Program on large Seale
Computing should be initiated immediaztely, with the participation of the
appropriste Federal agencies, the universitiss, and industry. The goals of
this National Program should be:

1. Increased actess for the scizntific and engineering research
community through high bandua th networks to ajeguste and
regularly upddted supercomputing facilities and experimental
commprrbers:

2. Increased research in computationzl mathemstic s af‘waro and

agigorithms necessary to the eflective and efficient u of
supsrcomputer systems;

3. Training of personnel in scisntific and engineering computing;
and

¥, Fesearch and development basic o the design a‘id implementation
of new supercamputer systems of Subsﬁarstzal increased
capability ang capacity beyordd that llkely ‘:,3 arzse Trom
commercial Sources.

This Program should be ooordinated by an mterageﬁ“y volicy commities
consisting of representatives of the appropriate Federal mgencles,
ineluding DOC, DOD, DOE, WASA, and HSF. & Large Seate Computing dvisory
Panael, with representatives from Government, the universities, and
industry, should be established to sssist in the planning, implamentstion,
and operation of the Program,

The Panel finds twe points that require emphesis:
45 the few successful facilities amply demomstrste, sclution of the

nroblem of access to supercomputing fzoilities, on z sational basis, is
possihle,

w10
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Secondly, the domestic computer ' ndustiry must allonate {43 scarce
research and develooment furnds bto meefl 211 the commercial opportunitles
and competitive challenges. Supercomputing enjovs a priority within the
computer industry. Bt this priority, whizh reflects ocompetitive
commercial conditions, does not reflect Lhe entire national sciengific
and security interest. It is not reasonable o rely solely on indusiry's
own initistives and resources in this area.

Pomssible Approaches for the Nationzl Program

The Panel has received many suggestiansz“ for carrying out the thrusts of
the proposed National Program. We outline here those considered most

promising.

1. Aecess: There appear to be three approaches to provide reliable
and efficient access to supercomputers to the research and
develomment community. Comon to all tggse is the deveiopment of
a nation-wide interdiscipiinary network™ through which users will
have access to faclilities. This network should connnect all
supsroompiter facilities {except those dedicsted to very specilszl
tasks), including commercis! supercomputing centers and
experimental machines,

o 'The most expedient and nerhaps least expensive way to provide
supercomputer access to the brosd range of scientific and
engineering researchersg is to enhance supsrcomputer cepacity
ard staff at existing centers which have demonstrated
saphisticated capeblilities for providing large scale computing.

o Provide supercomputers o selected govermment laboratories
without such facilities and make them svailable o the braad
researsh and development comunity through networking, In
addition, there should bte sharing and enhancement of current
supercompotar facilities located at universities and govermment

laboratories.

o Establish additionzl regional centers gt selected universities,
interconnected with existing facilities &t sther universitiss
and government laboratories.

The existence of a national network would permit combinations of
these nonexclusive options, as well as the appropriate use of
commarceial services. The mechanisms for funding t:?%se facilitiss
and allocating access shpuld be carefylly studied.

S -

21

22 30 position papers in Appendix ITI.

The NMFECC network, desceribed in sppergdix I, is the example repsatedly
mentioned for emulation because of its high bandwidth, The ARPANET
network is often mentioned beczuse of its interdisciplinary nature.

23 See the position paper by R, §. Gillespie in fppendix III.
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The above recompendations zre relgted o the problems of anness o
general prposs supercomputer facilities, It should be noted,
nowever , that there are scientiflic and a:'sgmeermg mroblams that
can perhaps be betber and more economizcelly atiscked by
specislized super Wing facilities and by sophisticabed

arTay processors. The Panel recommends that, as part of the
Hational Program, significant emphasis be placed on providing this
specialized equipment to the research compunity. *z:ii’xg the

proper balance between investrenis on these tw tynes of
facilities requires a careful anzlysis, zt the multidisciplinary
and interagency level.

Research in Software and Algoritims

Today's supercomputers are a major depsrture from traditional
sequential machines. Future significant Improvements may have to
come from architectures embodving parallel processing slements -
eral thousands of processors. In order to expleit

ctor processors and future parallel processors, entirely
i thms must be conceived. Research in 1anguag;e5,

ms, and numerical anzlysis will be crucisl in learning to
exp‘lu}.t these new architectures fully. The contributions of
maerical analysis, computational ':sa*'hematics, and algorithm
design bo the practice of largs scale computing is as lmportant as
the development of a new generstion machines.

Training

Another important component of this Nationzl Program is the
development of an imaginative and skilled user community in
supercomputing. There is z considersble shortage of appropristely
trained personnel and of training opportunities in this area.
Forms of institutional encouragement, such as NASA's special
fellowships in the area of numerical fluid mechanics, specizl
summer schools, and ecial zllocstion of zccess time o
supercomputers for those projects that involve graduste students,
should be considered. Some of the more mathematical aspecis of
these activities can be asccomplished imdependently of the machines

Some of these problems arise in 2 number of areas zssocisted with

experimental physics. 3See, in Appendix III, the letter from A. E.
Srenner, Jr. See, also in the same Appendix, the pusition paper by K.
Wilson oo the use of array processors.



on which the actual calculations are done; however, the true
integration of metheds and their implementaticn cannot be done
without access to supercomputers. The nature of the machine
architecture has a very profound effect on the numerical methods,
on the algorithms, and of course on the softwars. Thus, while
being trained, students must have access to state-of-the-art
computers. Today such training is virtually nonexistent; yet the
skills galned from such training are essential to science and
engineering.

4. Research and Development for New Supercomputers

There are serious component and architectural problems that must
be solved as part of the development of future generations of
supercomputers. The unique strengths of industry, universities,
and Government laboratories should be brought together for this
purpose. A group of panelists from this workshop, with the aid of
a nunbgr of experts from industry and universities, has produced a
report ™ which describes ore such program.

Since a great deal of careful analysis and detailed planning is required
before the proposed National Program can be implemented, the Panel urges
that its recommendations be acted uypon as soon as possible.

- ————

o]
25 See, in the Supplement, A Program for Development of Very High
Performing Computer Systems, by J. C. Browne and J. T. Schwartz.
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EXECUTIVE SUMMARY

Report of the Pamel on Large Scale Compusing
in Sciences and Engineering

Large scale computing is 3 vital component of science, engineering, and
modern technology, especially those branches relsted o defense, enerzy,
and aerospace. In the 1950's and 13580's the U, 3. Govermwent placed high
priority on large scale computing., The United States became, and continues
to be, the world leader in the use, development, and marketing of
"suypercomputers,” the machines that make large scale computing possible.

In the 1970's the U. 5. Govermment slackened its support, while other
countries increassd theirs. Today there is a distinet danger that the U.S.
will fail %n take Full advantage of this leadership pesition amnd make the

needed investments to secure 1t for the future.
Two problems stand out:

Access. Tmportant segments of the researsh and defense communities lack
effective access to supercomputers; and students are neither familiar
with their special capsbilities ror trained in their use.

Acoess to supercomputers is inadequate in all diseciplines. Agencies
supporting some disciplines such as fusion energy, atmospheric sciences,
and aerodynamics have funded National computing farilities through which
their remote users have limited netiorking capabilities. In those
discipiines that sttempt to fund computing through individusl research
grants, access to large scale computing remains minimal.

Future Supercomputers. The caparity of today's supercomputers is
several orders of magnitude too small for problems of current urgency
in science, engineering, and tecimology. Nevertheless, the develogment
of supercomputers, as fhow planned in the LS., will yleld only a small
fraction of the czapability amd capacity thought to be technicsily
achievable in this decaxls,

. Significant rew research and development effort is necessary $o overcome
technological barriers to the crestion of a2 generation of supercomputers
that tests these techniczl limits. Computer manufactursrs in the U. 3.
have neither the financial resources nor the comercizl motivation in the
present market to undertake the requisite exploratory research and
development without partnership with govermment and universities.

Unless these barriers are overcome, the primacy of U, 3. sclence,
engineering, and technology oould be threatened relative tw that of other
contries with national efforts in supercommuter access and development.
Although the Federal Govermment is the first and by far the largest
customer for supercomputers, there ars no national plans %o stimulste the
devsloment and use of advanced computer teshnology in the U, 3.



