Center for Human Resources

Security Guidelines for IT professionals


1. Securing computers on the network
a. One of the most common vulnerabilities found during our SDSU network assessments is unnecessary services running on systems. IT support staff should tailor default installs to the services needed. Microsoft Windows 2000, most Linuxes, and the Sun Solaris operating systems are among the operating systems with excessive services. 
To examine running services:
· On Windows operating systems the Computer Management console has a link to services.  Using the free tool, fport, at www.foundstone.com under the resources tab, can also help to tie the open network ports to services running on the system.
· On Unix you want to use a combination of ps/netstat/lsof to determine processes running. You may have to install lsof from a third party if not available with the default operating system.
· For Mac OS X most services are turned off in the sharing panel of the system preferences application, otherwise you may have to modify the startup scripts.
When IT support staff shut down services be sure and use a test system and not a production system.  
The IT Security Office does not recommend you blindly follow shutdown scripts found at many popular security sites.  Instead this should be a very thoughtful (learning) experience where IT support staff become familiar with services running versus services needed and understand the effects of shutting services down.
b. Sufficient backups must be kept of server data, applications, and operating systems for incident response as well as disaster recovery and business continuity.

Server backups are usually performed at the slowest time of the workday - commonly from 5:00 PM until 8:00 AM.  A typical backup schedule would include one full backup of the system each week, followed by daily differentials (i.e. capturing the changes since the last backup each day).  If the system is used 7 days a week, then there would be 6 differential backups per week.  If the system is used Mon-Fri, then there would be 4 differentials per week.

The entire system should be backed up.  This may not be intuitive, but operating systems change constantly with patches/fixes/upgrades, daily log files are needed (logs of logins, application logs, system changes, anti-virus, patching/registry, and anti-spyware) along with the application data which changes rapidly.  If the operating system is not part of regular backups, then periodic snap shots need to be taken to avoid the time consuming effort of loading an operating system followed by all the patches/upgrades/fixes/service packs.

There should be enough media (commonly tapes are used) resources to prevent full backups from being written over each week and to provide extra tapes in case tapes go bad.  Differential tapes should not be rewritten for at least two weeks in case the last backup is not viable (optimally you should have unique tapes for a month of differentials).   The last weekly backup tape each month should be held as a monthly backup. A current industry standard is to keep monthly backups for one year prior (as a generic guideline) or as needed by law.

Additionally tapes/backup media should be stored securely from unauthorized access.  Off site backups of confidential data should be encrypted and password protected, if the backup software provides this functionality.  For recovery, some tapes should be kept off site.  Typically the last weekly backup is placed off site and the oldest backup tape is returned from off site.  If possible, it would be best to keep all monthly backups off site. The campus University Computer Operations has an off-site service for backups sent each Monday.  Please contact Michael Johnson at x44875 if you would like to take advantage of this free service.

IT support staff should verify the successful completion of a backup, and backups should be tested weekly for viability and accuracy. IT support staff can test backups by restoring a few files from various segments of the backup each week and comparing them to the original files. A full restore process should be performed on servers yearly to test build instructions, identify timing, and verify a successful restore can be accomplished. Also plan for the case where the backup server fails and all the backup indexing information is lost (i.e. backup the backup indexing information!).

With the low cost of storage these days, there are various choices for media backups. Remember that disk redundancy addresses business continuity (one disk fails, you have a dynamic copy), but does not address recovery or restoration of deleted files. Desktops that store data would follow these same guidelines for servers.  Optimally you would store files for a desktop on a central server and then have the option of treating desktops as disposable and rebuilt from images/scratch as needed.

Feel free to contact the IT Security Office at 594-0142 for additional information and suggestions or email us at itso@sdsu.edu to discuss individual situations. 
c. IT support staff should monitor critical systems and critical log files daily and review all system logs at least weekly.  For large logs, this can be done with scripts to search for critical messages. Minimal review of a server include: 

·  Checking that valid processes are running 

·  Verifying valid active network connections (netstat). 

·  Verify backups completed successfully 

·  Check system logs for unusual activity (login times or source not normal, etc) 

·  Check any integrity logs for unauthorized system changes 

·  Verify open ports are authorized services 

·  Check for security patch/update announcements 

·  Check thresholds of resources (disk space, memory usage, timing of  backups) 

At least quarterly/semesterly, IT support staff should run crackers on passwords to test their strength.  If integrity software is installed, run it on the system daily to check for changes in critical system files.
 
For desktop reviews, IT support staff should examine centralized patching, anti-virus, and anti-spyware logs daily to verify updates and catch any infections before they have had a chance to spread. For a decentralized IT department, verify a percent of the systems each week so that every system has been looked at in a month.
 
Laptop users should bring in their laptops at least once every two weeks for IT support staff to maintain and review logs.
a.  For desktops only, Install automatic patch software (or set the desktop to automatically patch) to ensure patches are applied within a week of release.  Servers should have patch reporting software installed (if available) to enable monitoring of their patches, but not to apply patches automatically. The Patchmanagement NAC-Security sub-committee is currently investigating products to recommend for campus-wide use of patch management.
2. Incident Response
a.  SPAM or fraudulent emails from non-sdsu.edu email addresses should be deleted unread. SPAM or fraudulent emails originated from mail servers with sdsu.edu addresses should be forwarded to security@sdsu.edu for investigation.
b. To maximize the usefulness of system logs for an investigation, the time stamp in logs should be synchronized across campus.  In order to have all University systems at the same date and time, the campus network timeservers maintain the official time clock for the campus.

IT support staff should time sync servers and desktops with the campus timeservers.

There are two NTP servers, each using different NTP peers:        ntp1.sdsu.edu        ntp2.sdsu.edu 

(ntp.sdsu.edu is the same as ntp1.sdsu.edu) the ntp servers are geographically separated (one in BA and one in AD) and they connect to different core routers, so if your software allows it, configuring it to use both will increase accuracy and redundancy in case something goes wrong with one.
c. IT support staff should be monitoring their email for announcements on sdsu-cert hourly during the day. The ITSO will announce infected systems on the network with an IP address and computer name. The IT Security Office has had problems with folks incorrectly patching and/or cleaning the systems of the infection before contacting ITSO to report on whether or not the system contains confidential information.  
 
Since "cleaning" the infection entails a complete scan of the system, accessing every file, ITSO loses valuable forensic data which could be used to refute that the virus/worm/hacker had accessed the data.  Even if the system does not contain confidential information, forensic data on the system may still be very important to an investigation involving other system on campus that do contain confidential information. 
 
Before doing anything to an infected system involved in a security incident, faculty and staff need to send an email to security@sdsu.edu on whether or not the system contains any confidential information. (Do not search the system for confidential information.  If you cannot definitively say it contains confidential information, please contact ITSO for further instructions.) After sending an email to security@sdsu.edu, please wait for clearance from ITSO before doing anything to the system. 
 
For incidents involving Trojan horses, worms, keyloggers, and hacking, unless directed by ITSO to do otherwise, do not: 

  

· Perform backups 

· Install patches or service packs 

· Install upgrades 

· Reconfigure any services or application settings 

· Install anti-virus software or upgrades 

· Install anti-spyware software or upgrades
3. Relaying confidential information securely
a. Send faxes of confidential data to a secured fax machine (i.e. in a locked room) or to an attended fax (someone is waiting on the other end to take the fax off the machine). 
b. Send emails of confidential data encrypted.  Saving confidential data into a Word, Excel, or zip file does not encrypt it.  Using the password functionality of Word, Excel, winzip is not sufficient protection of the data.  For email a utility such as PGP should be used for proper encryption.  Contact ITSO if you have any questions about proper encryption of email data.  If someone has emailed their SSN or other confidential information to you it is not okay to respond and leave the SSN in the reply.  We cannot control emails sent to us, but we have a responsibility in our reply to handle the data correctly. 
c. Leaving confidential information on voice messages is okay, if the voice inbox is protected by a password.  You might lead into the confidential information, in case the recipient listens to voice messages on speaker phone.  Something like, "I am calling with the password to your account" with a short pause would warn them to take the remainder of the message off speaker phone.  When in doubt of whether voice mail is secured, have the recipient call you back for the information.
4. Tips for securing laptops and other mobile devices
a. Record the make, model and serial number of laptops. 
b. Tag laptops with identifying labels (i.e. a state or department inventory tag).  
c. Store all passwords, login instructions, and authentication tools separately from laptops (not in the pockets of the carrying case), including access codes and remote access phone numbers and account names. 
d. Back up and maintain laptops on a regular basis by copying data to removable media or by downloading critical files to a desktop/server.  
e. Password-protect laptops.  Use separate passwords for the operating system and for individual applications and do not use the "Remember Password" or "Save Password" options in applications such as Eudora, etc.

f. If the laptop contains confidential, sensitive, and/or personal data, encrypt the data to prevent loss or compromise.  
g. Lock up laptops when not in use (cable lock, in a locked drawer or cabinet, etc). 
h. Keep laptops out of sight when temporarily stored in a car, hotel room, or home.  Laptops are frequently stolen from the trunks of cars, so don't leave laptops in a trunk overnight or for extended periods. 
i. While commuting in a taxi, shuttle bus, or other public transportation, do not permit a driver or baggage handler to load laptops as baggage where it may be out of view. 
j. If a laptop is stolen or missing contact the issuing department immediately.  Alert the IT Security Office first if the data contained on the missing laptop is confidential.
5. Format hard drives before sending to surplus

a.  Systems sent to surplus or discarded should have the data completely erased prior to leaving the department.  Eraser of the data prevents unauthorized access as well as controlling license distribution.  Some IT support staff were trained to leave a working operating system on the computers so that faculty and staff shopping at the Property Department can see the system is still operational. However, most equipment is not reused by faculty/staff and ends up in the public auction.  Therefore the campus procedure to surplus equipment is to remove all disk data, including the operating system so that we do not sell software licensed only to SDSU.

Disks drives should also be wiped when equipment is transferred to another campus department.  Even though the equipment is shared on campus, and the operating system license might still apply, it is much easier to wipe all the data, then to pick through an installation and remove individual software and unauthorized data.

One product that can be used for this task is KillDisk; http://www.killdisk.com which sells for about $30 and can be used on all platforms. There is a free version, but the IT Security Office recommends purchasing the license for systems with confidential data since the purchased product comes with a verification. When shopping for products you want to find utilities that overwrite the entire disk, not just something that rewrites sector/block/inode/boot record information on the disk.  It is not necessary to do a repetitive, Department of Defense approved rewrite of the information 6 times, but if you are in an area with lots of sensitive information (HR, OFAS, Enrollment Services), then rewriting the drive 3 times will make it fairly difficult for anyone to restore the data without expensive equipment.
If the hard drive reports an error and cannot be booted, the drive should be pulled and marked for destruction.  Contact iso@sdsu.edu for directions on how to properly destroy disk drives.

b.  All confidential information, such as student and medical records, employee evaluations, and financial information (SSN, Driver's License, credit cards, banking accounts) printed or stored on removable media should be properly destroyed when no longer needed.  

A common mistake is to save printed documents in a box on the floor that needs to be shredded. If a shredder is not easily accessible, then it is best to "store" documents to be shredded in a locked bin.

DVD/CD-ROMs should also be shredded versus scored (where the surface is scratched) as there are recovery techniques available to forensically retrieve unshredded data. 

Products that erase hard drives are typically useful for erasing removable media as well.

Send email to itso@sdsu.edu if you would like examples of products working well on campus.
6. Install anti-virus and anti-spyware
a. McAfee anti-virus is the site licensed software for campus and student usage.  The software should be set to active protection with updates at least twice a day and scans once daily (preferably after hours or at lunch).

b. In summer 2004 the recommendation from the NAC-Security Anti-spyware sub-committee was to use Spybot Search and Destroy in tandem with another anti-spyware product to protect and detect anti-spyware.  The free license for Lavasoft's product, Ad-Aware, does not include the educational sector, so licenses must be purchased for use of this product on University systems. Some anti-virus vendors have anti-spyware capabilities included in their product, but usually the spyware signatures are for the top 2000, instead of the potential 37,000 or more. So be sure and verify the level of protection included in a combined product.

As with anti-virus software, anti-spyware products should have active protection turned on and perform updates and scans at least once a day. Any spyware detected on system with confidential information should be reported to security@sdsu.edu for further investigation.

The NAC-Security Anti-spyware sub-committee has been reconvened again for 2006 to examine current products for use in our decentralized enterprise environment. The results of their investigation and research will be posted to the sdsu-cert mailing list.
c. IT support staff should report virus/spyware infections to security@sdsu.edu if a desktop contains confidential information or if the user of the desktop has access to confidential information and both of the following are true:

1) the infection is found during a daily scan (versus active protection)
2) the virus file is stored outside of downloaded email (i.e. the file has been executed and not just an email waiting to be opened/executed)
7. Install automatic patch management software
In addition to the sdsu-cert mailing list, IT support staff should also join operating system and application security mailing lists to be alerted to emerging security and patch bulletins.  Reading the vulnerabilities lists should be one of the first tasks performed in the day and every few hours during the day so that IT support quickly become aware of vulnerable or infected systems.  Unfortunately attacks have escalated and increased to such an extent that this constant diligence to the mailing lists is necessary.

The sdsu-cert mailing list provides copies of generic security mailing lists such as incidents, bugtraq, SANS, US Cert, and Secunia as well as security publications from Chief Security Officer, Network Computing, Computing Magazine, and InfoWorld.

Depending on their job duties and software supported, IT support staff should additionally sign up for direct mailings for security announcements and upgrades from operating system vendors such as Microsoft, Solaris, HP, AIX, Macintosh, Cisco (TNS folks only), and application vendors such as Oracle, McAfee, Markview, Altiris, Macromedia, Blackboard, and Spybot Search & Destroy. This list is not meant to be complete, as we have various systems and software on campus.

IT support staff only need to join mailing lists applicable to their support function. For example, an Oracle DBA would read sdsu-cert and additionally sign up for the Oracle Metalink. An Oracle DBA would not need to read mailing lists for Solaris or Microsoft unless they also performed maintenance on those operating systems.  For a support area such as desktop support, it might make sense for all desktop support staff in a department to sign up on the mailing lists (can be a lot!), but then divide up the reading of the lists between available personnel to lesson the load on a single individual.

IT management should discuss vulnerabilities and upgrades with IT support staff at regular meetings to understand and plan for maintenance and upgrades.  IT managements awareness of time and resources needed for security maintenance helps relieve stress for IT support staff juggling these duties in conjunction with their operational maintenance duties.
8. Contact for authorized firewalls/routers/hubs/switches/access points
a.  All /routers/switches/wireless access points and other network appliances directly connected to the network must be approved/installed/maintained by the Telecommunications and Network Services department.
Suspected rogue network equipment should immediately be reported to the IT Security Office at security@sdsu.edu. While the equipment may be as a result of a well-intentioned employee, it could be equipment installed by a hacker.
b. Contact the Technology Security Office in the IT Security Office for network firewall protection.
9. Secure remote access to information
Some faculty and staff have a need to work from home or access systems on campus remotely. Remote access into our SDSU network increases the threats and risks of our systems.  Users need to follow these guidelines to minimize the potential for harm:  
a. Install and use the most current operating system possible. 

b. Keep remote systems patched and updated against the latest vulnerabilities (i.e. apply within one week of patch/update release). 

c. Remote systems should have anti-virus and anti-spyware installed on them, set to active protection, updated and scanning daily. 

d. Access protocols should be secure so that usernames and passwords are not exposed over the Internet (encryption turned on for software such as pcAnywhere, use of software such as ssh and sftp for session and file transfer encryption). 

e. Minimize the remote access to services needed.  If the user just needs to read email, then use webmail instead of remote controlling to their SDSU desktop to read email.

f. Personal firewalls should be used on the remote system with no incoming connections allowed to the remote system by default and outgoing connections approved as needed. 

g. Do not access SDSU systems if the remote system is showing signs of an infection or hacking. 

h. Do not leave the remote system unattended while logged into a system or application at SDSU. 

i. Close any unnecessary browsing sessions and additional connections while connected to SDSU network or systems. 

j. Do not set applications on the remote system to remember passwords of SDSU accounts or applications.
10. Account management best practices:

a. Accounts should be set up with the least privilege.  For example, if someone just needs to access a database, then they should not have administrator privilege or access to other information on the system.  Even within a database, access should be limited to the role needed. 

b. Desktop users should not have administrator privilege unless this privilege level is needed for their job duties. 

c. It is best for IT support staff to login to a system as a regular user and then elevate their privileges as needed for individual tasks (such as “run as” for Windows, and sudo for Unix).
d. Accounts with write and execute access should be uniquely assigned; users should only share read-only accounts (as needed). 

e. Managers should notify IT support staff on the same day or prior to disable accounts of faculty or staff who have been transferred or terminated. A process should be formalized to share any necessary data of terminated/transferred accounts with remaining or replacement faculty or staff. 

f. IT support staff should receive Center for Human Resources reports of faculty and staff who are no longer with the university to cross check against active accounts and report to management any discrepancies for remediation. 

g. IT support staff should periodically print or email a list of accounts to account approvers to review and confirm accounts are still approved.  This should be done at least quarterly, or at a university semesterly reviews might make more sense in departments working on an academic schedule.  If unauthorized accounts are discovered, management should investigate why the account was not closed in a timely manner and correct insecure processes.[image: image1.png]
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